ADVANCED ROBOTICS AND AUTOMATION:
KEY CONSIDERATIONS FOR
HUMAN INTERACTION AND TRUST

With growing autonomy in advanced robotic systems, the language used to describe the relation between a human and robot might shift from ‘use’ to ‘interaction’. The quality of this interaction can impact a number of occupational safety and health (OSH) related factors and therefore should be a point of consideration when designing these systems. Within scientific literature, numerous robotic interaction design aspects, including cognitive ergonomics, are discussed in relation to different OSH aspects. They can, for example, be related to the outward appearance and embodiment of the robotic system, robot behaviour and movement or interaction as well as communication styles and channels. These different interaction design aspects are to varying degrees associated with OSH risks and opportunities. The similarity all interaction design research shares is the attempt to identify attributes and characteristics that enable a smooth and natural interaction. Furthermore, the overall aim is to increase the feeling of well-being, acceptance, trust, positive emotions, a positive user experience or workflow, while avoiding negative outcomes such as stress¹. However, robotic design aspects are not stand-alone considerations but must always take into account the addressed context and working task.

Anthropomorphic robot design

Fictional robotic systems often display significant anatomical human likeness. While in reality this represents only a small fraction of how robotic systems are designed. The aspect of embodiment and more precisely anthropomorphic robotic design is addressed with great interest in scientific literature. Anthropomorphic design features like eyes or facial expressions can foster a more natural interaction, acceptance and likability especially in social robotics². However, anthropomorphic design is not only limited to embodied features like facial components or body structure. It can also relate to robotic movements or communication strategies. While greater human likeness can have positive effects on trust towards robots, using human social cues as a means for a smooth human-robot interaction does not only have advantages. To begin with, there is no linear relationship between robotic anthropomorphism and associated likability or acceptance. Once a robot has reached a certain degree of human likeness, it can rather cause strong negative emotions like eeriness, often explained by the uncanny valley³. In addition, but probably more important are the negative consequences anthropomorphic design can impose on human expectations but also on task performance. Some features trigger human expectations regarding robotic capabilities and behaviour⁴. If a system has eyes, operators might expect the robot to perceive visual cues; if a robot has ears, auditory perception might be assumed. In general, anthropomorphic features may lead workers to subconsciously attribute human qualities like reasoning to the robot⁵, and these assumptions can influence their interaction with the system.
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This can result in irritation or even a perceived lower reliability in industrial settings if the technology cannot deliver on the prescribed qualities. Hence, when designing a robotic system, any anthropomorphic cue should always be considered with possible attributed functions. If those anthropomorphic cues do not serve a task related purpose, that is improve task performance, or support the coordination of the interacting partners, they should generally not be applied. Especially industrial robotics need to take this into account. In this setting, anthropomorphism can improve the workflow; for example, during physical pick and place tasks, anthropomorphic robot movements compared to purely robotic movements seem to enable humans to respond to the movement significantly faster and with greater accuracy. However, in industrial settings, a misattribution of robotic capabilities by the human, especially for physically dangerous tasks, could pose a risk to workers. For example, incorrectly interpreted robotic movement intentions could possibly lead to collision. In social settings, the misattribution of capabilities based on anthropomorphism might hinder or halt the interaction all together. The interaction with a social robot that presents both eyes and ears, but is only capable of robotic movements seem to enable humans to respond to the movement significantly faster and with greater accuracy.

It is challenging to identify the characteristic features distinguishing advanced robotics from non-robotic automation technologies to derive robotic specific OSH risks and challenges. While some aspects, to some extent, do also apply to non-robotic technologies, the dimension of interaction design, and more precisely the aspect of anthropomorphic robot design, seems distinct to the technology of advanced robotics. Anthropomorphic cues can benefit the interaction process between humans and robots, especially in social robotics. Especially in relation to physical tasks, anthropomorphic features pose the risk of irritation and false attributions if they are not explicitly dedicated to a task-relevant function.

Interaction principles and transparency in HRI

The anthropometric design of advanced robotics embodiment can be regarded as quite robot specific, even unique. However, the application of well-known, more general design principles will also benefit the overall interaction process in the case of robotic systems. In relation to interface and interaction design, more traditional aspects and the overall existing knowledge on advantages of ergonomic design apply. One standard to consult when addressing interaction design are the interaction principles (former dialogue principles) formulated in the EN ISO 9241-110. Interaction principles and general design recommendations can guide the development and evaluation of user interfaces, leading to improved usability. The priority with which the interaction principles are applied depends on the purpose of the system, the users of the system, the tasks, the environment, the specific interaction technique used and the consequences arising from use. The way they are then deployed depends on what kind of system is being used. The seven principles: ‘Suitability for the user’s tasks’; ‘Self-descriptiveness’; ‘Conformity with user expectations’; ‘Learnability’; ‘Controllability’; ‘Use error robustness’; and ‘User engagement’ form a basis on which users can evaluate their interaction with a system. While they have been identified to be important and useful for designing system interaction in the context of ‘Industry 4.0’ and have proven to be an adequate tool for user evaluation of robotic systems, the literary basis on their application on robotic system interaction is still rare. Especially the new degree of autonomy that AI-based systems and advanced robotics bring into a workplace introduce a new quality to the interaction, which could be assessed and improved by applying the interaction principles early in the development process. Furthermore, new work environments will challenge cognitive abilities such as coordination, supervision and decision-making more than previous physical
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tasks\textsuperscript{10}. For this reason, cognitive and sensorial aid needs to be provided to prevent information overload and its negative effects on the operator, also when mainly performing physical tasks. The quality and effectiveness of the addressed cognitive and sensorial aids is directly related to the aspect of interaction design and how well a system incorporates the described design principles. Especially as robotic systems expand in capabilities and autonomy, developers and legislators need to consider the facet of responsibility and accountability in the interaction. Humans hold robots accountable for their mistakes\textsuperscript{11}, at least more than other objects. Related to robot autonomy is the degree of system transparency. Few studies have specifically examined the impact of transparency on human-robot interaction so far. Transparency had a greater influence on user perceptions of the robot when the robot had greater autonomy\textsuperscript{12}. Users placed greater blame on the robot and less blame on others when errors occurred in the work process. This suggests that transparency increases in importance as a robot’s autonomous capabilities increase. Transparency stands for a more comprehensive treatment of information, including system state indication that an operator may need when dealing with autonomous systems; especially under high stress, workload, or uncertainty. If transparency is lacking, the user may view the robotic system as unreliable when in reality the provided information is misunderstood or not presented in a sufficient form. In that case, even routine behaviours can be interpreted as errors if the operator lacks the information to understand the reasoning process behind the actions\textsuperscript{12}. In addition, given the imperfect track record of automation, it is imperative that researchers and developers consider the transparency of human-robot interaction to allow individuals to properly assess their reliance on these systems, particularly as technology gets more complex and is used in increasingly complex scenarios\textsuperscript{13}. However, one should not simply assume that more information delivered by the system is necessarily better for the user. Too much information might not increase the transparency of a system, but lead to an information overload and result in an inability to select and process critical information\textsuperscript{14}. Hence, creating sufficient transparency in human robot interaction is an important yet complicated endeavour with noticeable consequences for the interaction between operators and the system. 

Incorporating design principles to a sound state, providing sufficient system transparency, or even enabling individualised interaction strategies that take into account very personal and individual preferences and characteristics will support a seamless system interaction. Technical requirements for individualisation or a smooth and user-friendly interaction are often related to the deployment of a variety of robotic sensors. Being able to react and behave in the intended or tailored to an individual way, requires the robotic system to collect and analyse environmental data as well as data regarding the interacting human. However, seamless interaction supported by well-known design principles can conflict with adverse effects like infringing user’s privacy or contributing to the feeling of alienation and loss of control\textsuperscript{15}. These negative feelings, can occur when a robotic system adapts its behaviour autonomously without notifying the user, who might not able to predict and understand this adaption\textsuperscript{15}. Again, this interaction design-related risk emphasises the importance of transparency regarding system operations, actions and behaviour to reduce potential adverse effects. Any sort of individual related data collection also risks the actual or perceived feeling of monitoring of the employees’ performance and behaviour. This can lead to negative impacts on motivation, satisfaction, organisational trust or stress, even if principles of data protection according to the General Data Protection Regulation (GDPR)
are met. Experts point out that especially cooperative or collaborative interaction scenarios could benefit from the advances in autonomous adaption of robotic behaviour; reacting for example to decreasing strength levels during a continuous task. However, the possible risks must not be neglected.

Trust as a key aspect in HRI

Trust in automation, regardless of the specific automation technology, automation level or particular task is an important factor in human-machine interaction and often determines automation usage. There are a vast number of definitions of trust that also stem from different disciplines, each emphasising different aspects, describing trust as a belief, attitude, intention or behaviour. Trust can be understood as ‘the attitude that an agent [i.e. advanced robotics] will help achieve an individual’s goal in a situation characterised by uncertainty and vulnerability’. An adequate level of human trust towards the interacting system promotes an appropriate system use. Extreme forms of trust can lead to adverse effects. Over-reliance or excessive trust, for example, can lead to automation complacency. However, insufficient trust may lead to neglect of the technology. Overtrust and distrust are always considered in relation to the actual system capabilities, also considered as calibrated trust, which is highly related to the reliability of an automation technology or robotic system. In case trust is miscalibrated, problematic interactions occur. Humans are ‘found to misuse (over- or under-rely on the robot), disuse (stop using the robot all together), or abuse (use the robot for purposes other than as designed) their robotic counterpart, respectively’. Miscalibrations can have severe effects, for example, when an operator decides to no longer monitor a robotic system although some oversight is needed. In contrast, an operator might strictly monitor a robotic system, neglecting other relevant tasks.

Not enough trust in a robotic system can have negative consequences for the interaction; likewise, excessive trust in the robot can also have adverse consequences. If there is excessive trust, the duty of care towards the robot, for example, is neglected and defects go unnoticed, leading to damage of the work piece or injuries to people. If the degree of trust that is placed in the robot matches the capabilities of the robot, efficient and safe collaboration can take place. If operators trust the robot, they follow suggestions it makes and accept information provided, which means that informed decisions can be made. With a good trust fit, it is possible to benefit from the advantages of human-robot collaboration. While the concept of appropriate trust in a robotic system seems intuitive, several researchers suggest that it is a multifactorial, highly individual concept that needs further research to be fully understood. Overtrust and distrust are always considered in relation to the actual system capabilities, also stem from different disciplines.

Adequate trust in the robot is vital. Excessive trust can lead to neglect, while mistrust can deter workers from using the robot. While these papers highlight the importance of adequate trust in a robotic system and the dangers of automation bias, concrete strategies on how to mitigate or avoid it are not yet developed. Explicit training in automation bias and adequate training with the systems are encouraged, but not further specified.
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Influential factors on trust

Results from different meta-analyses have shown that trust and its antecedents play an important role for OSH. There is agreement that antecedents significantly influencing human trust towards robotic systems can be human-, robot- or context-related and therefore have to be considered carefully when using robotic systems for the automation of tasks. Among human-related factors exerting effects on human trust towards robots are user satisfaction, expectancy and comfort with robots. Robot-related factors can further be divided into performance factors, like reliability and failure rates, and attributes, such as the degree of anthropomorphism and physical appearance. Regarding performance, the related factor of dependability shows a negative correlation with trust; this means that as dependability increases, trust decreases. Regarding robotic attributes, literature indicates that robot personality factors, such as positive facial expressions, empathy, likability and sociability, show positive relations with trust. As for context-related factors, the aspect of team collaboration, describing the constitution of a team, indicates a positive relation to trust. Furthermore, literature suggests that task difficulty has a significant effect on trust. Tasks that are more difficult, evoke higher levels of trust towards robotic systems. A reason for this might be reduced workload for the human as the robot might take over some challenging tasks. The reliability of a robot also has a positive and significant impact on trust. The more reliable a robot is, the more the human can rely on it to perform in a way that meets ones expectations. Another significant source of influence revealed by literature is proximity. The closer the location of the robot to the human, the higher the degree of trust. This finding is especially relevant for remote, teleoperating scenarios, which then especially should consider other trust enhancing aspects. Furthermore, the aspects of experience with a robot and anthropomorphism show a positive relationship with trust, indicating that more experience and higher degrees of anthropomorphism lead to greater trust towards the robotic system. Human trust towards the robot is also greater when robots fulfill user expectations and when users experience greater satisfaction. Overall, Hancock and colleagues conclude that factors relating to the robot have the strongest impact on trust compared to factors relating to the human. Within the robot-related antecedents, a robot’s attributes and its performance have the strongest impact on trust. However, the adverse effects of excessive levels of trust must not be neglected, especially when combined with a limited understanding of how the automating technology operates. This can lead to dangerous situations like unexpected behaviours, not recognizing automation failure or too slow responses to automation failure. This aspect is also closely linked to the issue of adequate training in relation to the use of automation technology.

Conclusion and recommendations

As robotic systems increase in autonomy and capability, we also observe a linguistic shift from saying that a worker ‘uses’ a technology to a worker ‘interacts’ with it. This interaction is influenced by a variety of factors, which may be related to the work context, such as proximity, related to the robotic system in form of its appearance or behaviour, or related to the humans themselves and the trust they have in the robot.

As robotic systems become more advanced, more system characteristics pose OSH related opportunities and risks likewise. Anthropomorphic design or individualisation features, for example, can ease and improve the interaction. However, negative consequences for OSH, like false expectations, surveillance or data privacy issues can arise. A main attempt should therefore be made to carefully counterbalance risks and opportunities associated with specific design elements.

Even though advanced robotics are a comparatively new technology, we recommend involving proven design principles, like the interaction principles aligned with Human System Interaction Ergonomics Standards such as EN ISO 9241-110, when creating working systems, as they have a universal value in creating a human-centred system. Efficient and precise communication about the robots capabilities is also vital for successful interaction. This also implies expectation management when designing a robotic system. Including design features, which are not linked to a specific function, can pose a risk for workers. Specifically anthropomorphic design can lead to false expectations about the robots capabilities; hence, design elements like eyes or ears should only be included when the robot has a way to process the type of information associated with this input channel. Transparency of a
system’s capabilities is therefore a key factor to facilitate human-robot interaction successfully. However, there needs to be a balance between creating sufficient transparency and causing information overload. What needs to be communicated to the worker regardless is if and what sort of individual data is collected by the robotic system. The way an interaction is designed can have major implications for the workers mental and physical wellbeing. Hence, it is important to create a system that provides transparency to the user and fosters trust, without overwhelming the worker.
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